Integral Equations Revisited

INTRODUCTION
It is customary to express a field problem mathematically as either a differential equation or as an

integral equation. For example, if a static field solution is required, then either Laplace's differential
equation or an integral equation based on Green's theorem are used.
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Technical Article

Integral Equations Revisited

Imtroduction

[t is customary to express a field problem
mathematically as either a differential equation or as an
integral equation, For example, if a static field solution
is required, then either Laplace’s differential equation or
an integral equation based on Green's theorem are used,
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where the symbols have their usual meaning.

The egsenkial difference berween these two formulations
stems from the fact that the differential equation

describes the local and the in ation the global
befhaviour ively. Acc ﬁ ace equation,
in itself, is not sufficient to solve the problem as

boundary conditions have to be specified additionall
Whereas the integral equation alternative describes f‘;

hysics of the problem in a compact form including the
Eoﬁ mmiltlrmﬂ. Thus the cﬁ:undlﬂnn m:tlriud:ng
potential is ar at infinity (=0} is implied by the
equation but for a unique solution either the potential o
Its noemnal derivative must be s within the
equation, for all physical surfaces,

The effect of the above an the numerical solubon
procedures i3 profound. Ag s co wence of the local
character inherent in the differental case the whaole of
space, including free space, within the bounding
surfaces needs to be discretised and it must be
remembered that the bounding surface may reach out to
infinity. Omn the other hand, the global character of
integral equations confines the discretisation to the
active 1'|=Ei.-|;|1'u5, e sources, conductors and Pﬂ'me.ul;r]l:
material, therefore free space is not discretised,
Furthermaore, if the problem is homogeneous and linear,
a5 i the case in equations (1) & (2, then the domain of
in tion is further reduced from a volume to a

surface in 3d and from an area to a line in 2d.

Integral versus Differential
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{a) Differential (b} Integral

Fig. 1 Unbounded problem discretized into elements
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The choice of method has an important effect on the
makrix structure and size. In the diferental case both
the free space and active regions are modelled leading
toa I!a.rgeﬁut sparsely populated matrix. This is in
contrast to the integral case where only the active
reglons are modelled bt now the matrix, theugh
smaller, bs fully populated. This reflects the nature of the
o formulations whereby felds are related locally in
the first case but globally in the second. The effect on
discretizaton ks shown In Figure 1.
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Fig- 2 Comparison of differential & integral solutions

The structure and size of the matrix will effect the
number of mumerical operations required for the
solution and the computer memaory storage
requirements respectively. The progress toward
convergence of the two methods is directly compared in
Figure 2 using a rather trivial example of a rectangular
ferromagnetic conductor ransporting a constant
current. At first sight this result appears to favour the
integral approach with its fast smooth convergence to
the correct solution for a modest discretisation.
However, it must b bom in mind that the fully
populated solution in the above example was achieved
using the standard algorithan for solving dense makrices,
Gaussian elimination, which has an operation count n
whereas for the sparse matrix an iterative process which
depends upon N log N was used [1]. Thus, on these
grownds only, extrapolating the problem size
indefinitely it can be surmised that the differential
rethod will wlhimately win, At what level of
discretisation this corurs depends upon many factors as
in general m<<N. A further point relates to whether the
computer is serial or parallel and indeed whether
Gaussian elimination really ks the best algorithm if the
matrix has an exploitable structure. This point will be
returned o labes.

Apart from the operation count and the properties of the
s¥stern matrix there are several other considerations &



diseuss when comparing the fwo approaches. The main
progerties are listed in Table 1. Early implementations of
integral methods tended b use a point matching
bechnique in which the equation was simply matched o
the discretizsed points thus avoiding the multple
integratons of singular kermels but in differenbal
mathods the integrations of the pelynomial basks
funchHons and test functions could be done with sase.
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Table 1. Camparison specifics

Historical Perspective - Magnetostatics

Simce the early 1970 software based on the differental
equations {mostly using the finite element method) hag
been pm_g:sslveljr introduced to industry with 5trb|£:f
SUCCEEE, early achievemenls with two dimens
problems consolidated this approach and today whilst
three dirmensional solubons are almost routine the
ability of software in generating complex 3d models
remains a limiting issue. In fact this issue was faced by
the early developers in the decision process of how bo
extend the finite alement method to be able bo handles 34
protlems [2]. One example was in the area of magnet
design for the large scale particle accelerators where
aceweate 3d feld fetbons wepe nesded in order o
rrurimise the building of costly prototypes. The
extenston of the very successful 2d codes to 3d in those
|:|..u_1_.":|- wak 3 daunting tatk bacauze, apart from lack of
computing power, the problem of mesh generation was
bevond the technology available. This was because
meshes were T:q_ui in all space - a basic conseguence
of the differential approach. ‘ﬁ'u.; is why the first
magnl:hath:ii: code in 3d to be n:hl.l.l.'iJ'lEJ}r wied Far this
class of problem was based on the magnetisation
integral equation as follows
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where the domain of integration is over the iron regions
[Z]. Equation (4] is the Biot-Savart law for determining
the source figlds, Equation (3) can also be expressed in
terms of the magnetic feld vector H,
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(b} Comparison with measurements

Fig- 3 Magnetisation Integral Equation Selution[s]

The results shown in Figure 3 are for 8 magnet designed
to detect polarised particles produced in a high energy
phsics experiment and it can be seen modest
agreement was achievable under the pole and in the
small beam entry port through the back yoke. Despite
the easy modelling and the methods ability to givea
good overall assessment of the Helds and e all
effarts, at that Hme. bo overcome the basic limitations
failed, see Table 1. It was realised that improved
accuracy would be obtained if higher order basis
functons could be used with Galerkin type weighting
rather than the crude point matching used hitherto but
this would involve multiple integration’s for the matrx
coefficients and a mose exact reatment of continuiny
Nobwithstanding the moaeling complicabons the more
direct and computer efficient differential method
proved in the end to be the way ahead,
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Edge Elements

The E\.‘“’l}l' GLICCESS 10N appl:.'i.ns_ the stardard fndie
element method o differental Eq_ua.l.'il:rm; relied on
nuda.u}- based elemants with low arder polynomial basis
and test functions. One of the more significant recent
developments in the numerical selution of feld
equations has been the introduction of Whitney Forms
of ‘edge elements” into finite element discretisations, see
Bossavit (1988) [3]. The main advantages of this
approach are that the correct physical contimuity
conditions of the field vectors. A, H ete. on material
inter- faces are included in the basis functions, and that
the local discretised forms, themselves, have divergence
and “curl” properties compatible with the field
equations. The edge basis functions have the important
ph]miml property that the tangential component of the
feld iz condnuows whilst al.ln'_'-w'i:'._g for the possibility of
a discontinuity in the normal component, For a full
introduction see the technical article by Alain Bossavit
in the [CS MNewsletter Vol 1, o 3, December 1994,

In the d.-u'n.'rln-]:!mEn! of edge elements also lay the
methodal for improving the quality of integral
equation solutions, Already, in hybrid implementations,
both methods had been combined by using edge
elements in conducting regions and boundary elemerits
in free space [4]. More recently Whitmey elements have
been applied to the three dimensional integral equation
{3) by Kettunen [3]. In this work the earlier limitations
have been |:|:|:1:|.]:||.He|}r remoned with respect bo
continuity and to point matching and furthermore a full
Galerkin projection method was used. Good agreement
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Fig. 4 High Field Wigler ceniral field comparison with
integral, differential & meisurement
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with measurement and differential codes has been
I'E?ﬁl"‘l&d for a range o F':I'I'.'II'.'II.IEEI.'IE- {=0.1 %) bt in some
cases, there were small ascillations in the solutons near
bo irom surfaces at the modest discrebisations used, The
example quoted here is for a "high field wigler magnet”
used to produced synchrotron radiaton, eomputer
madel using tetrahedral elements is shown in Fi

d(a) and the field distribution along the line of the beam
direction is shown in 4k} both the total field and the
field due o magnetisation is shown {fields from
magmetisation of the iron core are directly avatlable
from the integral equation whereas a secondary
calculation is needed when using the differential
approach),

Time dependent problems

The extensions of integral equation methods to two
dimensional AC, and ransient eddy cursents were
made in the ¢arly 19705 [6], The three dimensional case
proved to be much harder, however for linear mon
magnetic materials the integral equation circuit
analogue methods introduced by Tumer (1978) proved
practical [7]. The next important developmenit carme
with the introduction by Albanese & Rubinacc (1988) of
using the T-{2 method with edge elements for non-
magnetic conducting problems associated with
Tokamak design [B], Their treatment also benefited in
part by the earlier pioneering work of Carpenter (1977}
on the two compenent gauge [9] which was used to
reduce the numl nf:i:]u.aﬁurl; with the treg-co-tres
decomposition in order to ensure 3 unique T for a
current density J [B].
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Fig. 5 Conducting Iron ring transient eddy currents

Recently Kattunen & Forsmann (1993) have extended
the eaclier work on the edge element formulation of the
fagnetisation integral equation to include the eddy
current case[10]. One of their test problems is quoted in



Figure 3 where a solution for a hollow conducting lron
ring is compared with a standard finite element
salution. This work suggest that equally good solutions
can be achieved with either method.

Demanding areas

L)

e

"fa [ a.n ek ] W W ma W4 Hea |

o b o

Fig- & Field homogeneity (x107) before and after
optimisation [11]

There are bwo very demanding areas in which integral
equation methods have a clear modelling advantage,
Firstly in problems where material regions are moving
with respect &0 each other the free space mesh needs to
be frequently regenerated if a differential method is
wiad, Of courds, for uni-directional motion as ina
rotating electrical machine or a linear maotor this is
n!Lﬂh'-'E]}' 2ady ko deal with but the El:nml:asa is a very
different matter. Secondly. in problems of optimisation
or synthesis the geometry of regions will change as the
optimigation procesds which also necessitates re-
meshing. An example is shown in Figure 6 for a pole-
shimming problem where a highly uniform field was
required under the pole. A simqle integral method was
used for equation (3) which included noa-linearity so
meshing was required throughout the steel but notin
the empty space avaiding remeshing except in the shim
itself wﬁl'ukh was straight forward and automatic,

Summaary

Asg the literature shows the use of integral methods for
solving electromagnetic fleld problems has always had
many advocates. The method has been widely used in
t‘u%h frequency problems, particularly for radiaton [12,
13]. This short article has tried o ad same of the
arguments for and against their use In practice,
E:.rlil:u]a.rl:lr for Statics and eddy current problems. For a

Il treatment on the theoretical background of integral

uatians i the context of field synthesis see Pawluk
[14]. The detailed advantages and drawbacks, over the
standard differential approach, are listed In Table 1, but
the main points are summarised again, viz:

a) Only active regions need to be discretised which
i5 a very significant advantage in three
dimensions particularly for problems with
relative motion, awkward geometry, and in
optimisation and symthesis procedures.
Furthermaore it makes the exchange of data
between other engineering applications easler
with respect to standards.

b) The far field boundary condition is
automatically taken into account by the
formulation. [n fact this is the same advantage
as in (a) but should be highlighted again
because accurate solutions of the exterior
problem are of great importance in screening,
particle beam rrEackinE E?Ld in foree calewlations,

¢l The felds recovered from the solution are
usually very smooth since the local basis
functions are proper solutions of the feld
equations.

Unfortunately the computational costs are high in all
phases to an extent that often only low order basis
functions hawe been used in the t. Howrever since the
various algorithms invelved are either perfectly parallel,
or nearly so, it might be expected that paralle|
processing would be effective [15]. This is indeed the
caze and as the new generation of machines, with
CONCUrTent processors, become mone widely available
the expensive variaonal or Galerkin type integral
mathods will become more viable. Unfortunately
parallel hardware is expensive and a3 vet it is not cost
effective for mawn-stream industrial users. On the other
hand research in limear algebra i3 vielding several
j.l!'l1EI!'E~Li.I!‘I.3 resulbs. Bor ::l:am]:!le, iterative solvers based
on Krylov methods have recently been tested on non-
symmetric livear systems that can arise in solving
equation (3} [18]. In this work the authors found that in
rricular the GMEES (Genesalised Minimal Residual)
17] method was orders of magnitude faster than direct
methods for large problems. Also the recent research on
the applcation of wavelet transtorms as basis functions
ir Frube &lement discretisation schemes [13] may have
an important implication for the speed of solution for
integral equations. [t appears that the Ofa') operations
needed to solve an integral equation can, in some
instances, be reduced to Ofalogfn)). These new approaches
should make integral methods directly competibve.
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As asmall %lﬂﬂﬁ on differential forms currently being
developed by Hammond and Baldomir, see 1C5
Mewsletter Technical Article, Vol 1, Mo 2, June 1994 it

mbesunu-m:ﬂ-r] fnnnI-l"u'lhe antity actually
computed in both the adrfe '.-'u.ri formulations
of d renhal and integral methods reported here,

Which may be viewed as a small step toward the
raticnalisation of electromagnetism?

The aesthetic appeal of integral equation methods is
strong not only because of their intrinsic mode
elegance buk because the physics involved is directly
exploited,
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